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Abstract 

Bilateral trade data informs foreign and domestic policy decisions, serves as a growth 
indicator, determines tariffs, and is the basis for financial and investment decisions for cor-
porations. Accurate trade data translates into better decision-making. However, the raw 
bilateral trade data reported by UN Comtrade suffer from two structural problems: re-
porting differences between country partners and countries reporting in different product 
classification systems, which require product-level harmonization to compare data across 
countries. In this paper, we address these challenges by combining a mirroring technique 
and a data-driven concordance method. Mirroring reconciles importer and exporter dif-
ferences by imputing country reliability scores and applying a weighted country-pair av-
erage to calculate the estimated trade value. We harmonize product classifications across 
vintages by calculating conversion weights that reflect a product’s market share. The re-
sulting publicly available datasets mitigate issues in raw trade statistics, reducing report-
ing inconsistencies while maintaining product-level granularity across six decades. 

1 Introduction 

International trade is a data-rich field with intensive empirical applications. Export and 

import transactions of goods are classified and recorded by government agencies worldwide, 

generating a wealth of bilateral trade data. In principle, each transaction should be recorded 
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twice: once by the exporting country and once by the importing country. Moreover, coun-

tries are expected to report their trade transactions using the most recent classification sys-

tem. However, despite significant efforts to coordinate and standardize reporting practices, 

the quality and consistency of reported trade data vary substantially across countries. Such in-

consistencies challenge any attempt to analyze trade over time, gauge market potential, track 

shifts in comparative advantage, or study evolving value chain dynamics, all of which require 

data that are complete, reliable, and fully comparable across years and partners. In this paper, 

we introduce and document the construction of a set of international trade datasets spanning 

the past six decades. These datasets are designed to address several imperfections in the raw 

data, including discrepancies in partner reporting and discontinuities across product classifi-

cation systems. 

Two key issues plague the construction and use of trade datasets. First, discrepancies be-

tween exporter- and importer-reported values are common. These differences arise not only 

at the aggregate level of total bilateral flows, but are often magnified at more disaggregated 

levels, including individual product records. In many cases, trade flows are reported by only 

one of the two trading partners, and even when both report, the values often differ substan-

tially. This raises the question of which measure more accurately reflects the underlying true 

trade flow. 

Second, each country reports its trade using a single product classification, but different 

revisions or vintages of these classifications have been introduced over time. While some 

countries often adopt new versions in a timely manner, others tend to lag in implementation, 

hindering cross-sectional analysis. The coexistence of multiple classification vintages, which 

must be harmonized using general concordance tables, further complicates the computation 

of coherent and comparable trade statistics. Although UN Comtrade provides harmoniza-

tion services,1 its approach substantially reduces the number of unique products, leading to 

artificial product disappearances and discontinuities in time series.2 

This paper introduces new datasets that address key challenges in international trade 

statistics by systematically reconciling exporter and importer reports3 and improving con-

version across different product classification systems, leveraging the data-driven Lukaszuk-
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Torun method.2 We propose a comprehensive method to tackle major inconsistencies in raw 

trade data and apply it across multiple vintages of international trade classifications. The re-

sult is a collection of bilateral, product-level trade datasets spanning from the 1960s to the 

present, aligned with the classification vintages used during each period. These datasets have 

powered the visualizations in the Harvard Growth Lab’s Atlas of Economic Complexity since 

2014, with earlier versions widely used in both academic and policy research.4–10 

This paper proceeds as follows: First, we document in detail the nature and extent of re-

porting discrepancies and classification mismatches in existing trade data. Second, we present 

our methodology for reconciling mirror flows and harmonizing classification correlations. 

Third, we describe the pipeline used to construct the new, cleaned, and harmonized dataset. 

Finally, we evaluate the improvements achieved relative to the raw data and existing bench-

marks. 

1.1 The Reporting Problem 

To illustrate the reporting problem, we abstract from the product dimension and focus solely 

on total bilateral trade flows. Suppose that goods flow from an exporting country e to an 

importing country i, with a value denoted by Ve,i ≡ Ve→i. The exporting country e reports this 

value as VE
e,i, while the importing country i reports it as V I

e,i. In a frictionless world, i.e., without 

trade costs or reporting issues, these reported values should coincide, that is, Ve,i = VE
e,i = V I

e,i. 

There are many legitimate reasons why VE
e,i ̸= V I

e,i. For instance, differences may arise due to 

costs related to insurance and freight, or because shipments departing at the end of one year 

may be recorded upon arrival in the following year, leading to temporal mismatches between 

exporter- and importer-reported values. 

However, in practice, the discrepancies between reported flows are often much larger than 

would be expected from normal statistical variation. Figure 1 shows various differences be-

tween exporter- and importer-reported trade values. Panels A and B show whether exporters 

and importers, respectively, reported trade flows with each possible trade partner in the year 

2010 (Note that the choice of the year 2010 is not particularly meaningful; it serves as a repre-

sentative example). In both panels, countries, whether as exporters or importers, are ranked 

by their total trade. At first glance, the top-right corners of Panels A and B of Figure 1 ap-
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pear almost completely filled, while the bottom-left corners are largely empty. Countries that 

export and import large volumes tend to trade with most other countries, whereas countries 

with low trade volumes typically engage with only a few partners. This pattern reflects what 

the trade literature refers to as the gravity relationship: the idea that trade flows increase pro-

portionally with the economic size of the origin and destination countries. As a result, larger 

countries tend to engage in higher volumes of trade, while trade between smaller countries is 

typically minimal or even absent.11–13 

Figure 1: The Reporting Problem 

Notes. This figure illustrates cross-country differences in trade reporting and the extent of discrepancies in reported 
values. Panels A and B display trade data reported by exporters and importers, respectively, for the year 2010. In 
both panels, countries are sorted in ascending order by total trade, with exporters on the vertical axis and importers 
on the horizontal axis. In Panel A, missing rows represent exporters that did not report data, while in Panel B, 
missing columns indicate non-reporting by importers. Panel C shows the result of combining both sources and 
highlights the level of discrepancy in bilateral trade flows where both exporter and importer reports are available. 
In this panel, flows with a discrepancy of less than 25% are shown in purple, while those with a discrepancy 
greater than 25% are shown in green. Discrepancies are calculated as | log(VE

e,i/V
I

e,i)|, where VE and V I represent 
the values reported by the exporter and importer, respectively. Panel D summarizes these discrepancies over time, 
from 1962 to 2023, highlighting the evolution of trade reporting practices and reporting gaps. In this panel, each 
potential bilateral flow (whether observed or not) is weighted by its expected value based on a simulated gravity 
model.11 
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What is striking in Panels A and B is the presence of completely blank rows and columns 

scattered throughout the matrices, indicating that some countries did not report any trade 

with their partners. In Panel A, the absent rows correspond to countries that did not report 

any exports to UN Comtrade, while in Panel B, the absent columns indicate countries that did 

not report their imports. If researchers relied solely on data reported by either exporters or 

importers, they would often be unable to observe which countries trade and with whom. 

What happens when we compare the values reported by exporters and importers for the 

same transactions? Panel C of Figure 1 displays the level of discrepancy between reported 

values for each country pair, calculated as the absolute log difference, i.e., | log(VE

e,i/V
I

e,i)|. For 

visualization purposes, trade flows are classified into five categories. First, in white, we depict 

cases where neither country reported any bilateral trade. In 2010, approximately 50% of all 

possible country pairs fell into this category. Second, the flows shown in blue and orange 

represent cases where trade was reported only by the exporter (9.3%) or only by the importer 

(10%), respectively. Third, trade values were reported by both partners for roughly 31% of 

country pairs. Within this group, we distinguish between two subcategories based on the 

(log) level of discrepancy: low and high. We set the threshold between these categories at 

25%, a level sufficiently large to account for statistical differences as well as additional costs 

such as freight and insurance. Notably, nearly two-thirds of the jointly reported trade flows 

exhibit discrepancies greater than 25%, shown in green. 

This pattern of discrepancies is not unique to 2010; it reflects longer-term trends. Panel 

D of Figure 1 shows the evolution of the five reporting categories from 1962 to 2023. In this 

figure, every potential bilateral flow between countries is weighted by predicted trade values 

from a gravity model. Each potential bilateral trade flow is weighted by its expected value 

derived from a simulated gravity model (following Section 3.6 and the companion code of 

Head and Mayer11). This approach assigns greater relevance to flows between large trad-

ing countries and provides meaningful weights for absent trade, as reflected in zero trade 

flows observed in the data. An alternative approach—weighting each bilateral flow equally— 

produces a broadly similar picture, with the main difference being that the equal-weights 

method gives greater relative importance to the share of flows with zero reported trade. In 
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Panel D, we also restrict the sample to countries present throughout the entire period to avoid 

distortions caused by the entry of newly formed states, such as the former Soviet republics, 

which did not report trade data independently in earlier years. 

As global trade has expanded over time and countries have engaged with more partners, 

the share of non-reporting country pairs has declined. Throughout the period, trade flows 

reported by importers have consistently accounted for a larger share than those reported by 

exporters. Among observed trade flows, the proportion of cases reported only by the exporter 

or only by the importer has also decreased. The most striking pattern in Figure 1 is the rise in 

flows with large bilateral discrepancies (shown in green). Despite better coverage, the fraction 

of cases in which the two reports diverge by more than 25 percent has grown, underscoring 

that inconsistencies in reporting remain a persistent and worsening problem. This trend high-

lights the value of datasets that explicitly reconcile partner reports and provide an improved, 

dataset of bilateral trade. 

Overall, Figure 1 highlights a key challenge in working with bilateral trade data: for any 

given flow, researchers must often choose between missing data, when only one partner re-

ports, and conflicting data, when both partners report but with large discrepancies. The best-

case scenario, in which both partners report and the discrepancy is small, applies to only 

about 10% of all country pairs. This figure underscores that combining sources and improv-

ing the consistency of trade data is a central concern when analyzing bilateral flows. The 

problem becomes even more pronounced at the product level, where reporting discrepancies 

are compounded by differences and inconsistencies in classification systems across countries. 

These challenges grow increasingly complex over time as classification systems are frequently 

updated—an issue we explore in the following section. In Section 2.2, we detail our approach 

for combining reports from both trading partners to construct a more complete and consistent 

picture of global trade flows. 

1.2 The Concordance Problem 

Bilateral trade is reported at the product level, with each reporting country recording data an-

nually using a single product classification version. There are two main classification systems: 
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the Standard International Trade Classification (SITC), with its first vintage (“Revision”) intro-

duced in 1962, and the Harmonized System (HS), which became the global standard in the 

early 1990s. SITC and HS serve distinct purposes and are designed with different objectives 

in mind. SITC, developed by the United Nations, is structured to facilitate economic analy-

sis and emphasizes product characteristics such as material composition, stage of processing, 

and end use. This makes it particularly useful for studies on structural change and long-term 

trade patterns. In contrast, HS, the current standard used by most countries, is defined and 

regularly updated by the World Customs Organization (WCO). It is primarily designed to 

facilitate and standardize customs administration and tariff classification. HS organizes prod-

ucts based on their physical and technical attributes to ensure consistency in the reporting and 

monitoring of international trade transactions. As new technologies emerge and trade prac-

tices evolve, new vintages of the classification systems are introduced (e.g., HS1992, HS1996, 

HS2002). Approximately every five years, the World Customs Organization (WCO) releases 

a new product classification vintage. Product classifications change to reflect factors such as 

technological progress, practical considerations (e.g., improving ambiguous classifications or 

bundling product components), and policy needs in areas such as environmental and social 

monitoring.2 

These revisions introduce two major challenges for trade data analysis.2 First, in any given 

year, trading partners may report their bilateral trade using different vintages of the classifica-

tion system, leading to inconsistent product categorization across countries in cross-sectional 

analysis. Second, as new vintages are introduced over time, they often split (1 : n), merge 

(m : 1), or generally reassign (m : n) products, complicating the comparability of product-level 

trade data across years. Although correlation tables are provided to harmonize vintages, they 

describe only the mappings between product codes and do not provide the economic weights 

needed to accurately distribute traded values when products are split or merged. This critical 

gap remains largely unaddressed in existing datasets. 
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Figure 2: The Product Concordance Issue 

Notes. Panel A shows the number of countries that reported trade using each classification vintage in 2007, an illus-
trative year, in which the Harmonized System (HS) underwent a significant revision. Panel B presents the timeline 
of classification adoption across countries, with each row representing a country and indicating the years in which 
it reported using each HS vintage. Panel C illustrates, using a specific example, the links in the WCO correlation 
table connecting three HS2007 product codes to their HS1992 counterparts. The example focuses on code 854231 
in HS2007, “Electronic integrated circuits,” which maps into four products in HS1992. Panel D displays the subset 
of these links that are retained in UN Comtrade’s default concordance,1 highlighting that some codes receive no 
value allocation under Comtrade’s method. Panel E shows the number of unique HS1992 product codes in U.S. 
imports over time in UN Comtrade’s harmonized dataset, with vintage release years highlighted. 

Figure 2 illustrates the challenges posed by differences in classification vintages across 

countries and over time. Panel A shows the distribution of classification vintages used by 

countries in 2007, the year in which the WCO released the HS2007 revision, a major update 
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that introduced numerous changes, including the splitting and merging of product codes. 

The data reveal substantial heterogeneity in classification usage: in 2007 alone, countries em-

ployed five different vintages to report trade, ranging from the newly released HS2007 to the 

much older SITC Rev. 3. This variation makes direct trade comparisons between reporters im-

possible without proper harmonization. Panel B displays the adoption patterns of classifica-

tion systems over time, with each pixel representing a country-year observation colored by the 

vintage used to report trade statistics. In essence, Panel A provides a cross-sectional summary 

for the year 2007 of what Panel B shows longitudinally. These figures highlight that once a 

new vintage is introduced, it often takes several years to achieve widespread adoption, result-

ing in persistent heterogeneity in the classification systems used across countries. Although 

delays were especially pronounced during the SITC era (i.e, 1962–1995), the figure shows that 

the introduction of the Harmonized System (HS) brought more frequent updates—yet stag-

gered adoption remains a prevalent issue. As a result, in any given year, countries report trade 

figures using different vintages, and sometimes even different classification systems, further 

complicating comparisons between trade partners. 

Correlation tables provide the mapping of product codes across classification vintages. We 

illustrate this using the example of “electronic processors and controllers with integrated cir-

cuits” (code 854231 in HS2007), which accounted for approximately 1% of global trade in 2007. 

The two Sankey diagrams in Figure 2 (Panels C and D) compare the WCO’s official product 

code mappings (Panel C) with the practical implementation used by UN Comtrade (Panel D).1 

The Sankey diagrams show that reconciling data reported under HS2007 with an older classi-

fication, such as HS1992, requires multiple intermediate steps. Here, for simplicity, we focus 

on the conversion from HS2007 to HS1992. The same conceptual issues arise when using more 

recent classifications, such as HS2022, though the number of required steps increases, adding 

too many layers in the visualization. Panel C reveals the complex many-to-many relation-

ships defined in the WCO’s official correlation tables. In this example, code 854231 maps to 

several product codes in earlier vintages and ultimately splits into four distinct 6-digit HS1992 

codes. While the WCO’s correlation tables specify the links between product vintages, they 

do not provide guidance on the weights that should be used to allocate trade values when 
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harmonizing across classifications. 

An often-neglected issue is that, without conversion weights being provided, when per-

forming the conversion Comtrade maps each product in a classification vintage to a single 

product code in an adjacent classification vintage, and does not allow for 1 : n or m : n map-

ping relationships.1,2 Panel D shows that Comtrade maps product code 854231 in HS2007 to a 

single HS1992 product code, 854219: “Other monolithic digital integrated circuits (including 

bipolar and MOS technologies).” Comparing Panels C and D highlights the striking impact 

that classification correlations have on trade statistics. In our illustrative example, the current 

practice used by UN Comtrade1 results in only one product code being retained, effectively 

disregarding the three additional codes included in the WCO’s official mapping. 

Panel E illustrates one of the consequences of Comtrade’s approach. Comtrade’s practice 

of enforcing a 1 : 1 mapping creates a compounded effect when assembling and harmonizing 

historical trade data.2 For example, displaying trade data from 1995 to 2023 using HS1992 

requires chaining multiple correlation tables (HS2022 → HS2017 → HS2012 → HS2007 → 

HS2002 → HS1996 → HS1992). Each conversion step drops product codes due to omitted 

mapping relationships, and these losses accumulate. Consequently, Comtrade’s 2022 data 

converted to HS1992 contains only around 4,500 codes—approximately 500 fewer than the 

∼5,000 products in the complete HS1992 vintage. Panel E illustrates this cumulative loss: the 

more intermediate vintages there are between the target classification and the original data, 

the more products are dropped. Our conversion method, explained in detail in Section 2.3, 

overcomes this systematic dropping of product codes. 

2 Methods: What Do We Do? 

We introduce a new collection of trade datasets that address the limitations of raw trade data 

by systematically mirroring bilateral flows and improving harmonization procedures. Our 

comprehensive data pipeline begins with automated data collection using a Comtrade down-

loader that fetches country trade reports across all available years from the UN Comtrade 

API. 
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Figure 3 sketches our pipeline and procedure. Panel A illustrates the mirroring stage, 

which addresses asymmetric reporting by reconciling conflicting trade values between part-

ners using reliability-weighted averaging. The final output is bilateral, product-level trade 

data that are both harmonized to a consistent classification vintage and reconciled across 

trading partners. Panel B illustrates the conversion method, which solves the classification 

harmonization problem identified earlier. Rather than relying on Comtrade’s 1:1 mappings, 

which omit complex product relationships, this component generates data-based conversion 

weights when new classification vintages are introduced (approximately every five years). 

The pipeline then converts raw Comtrade data to the requested classification vintage using 

these generated weights, preserving the many-to-many relationships that official correlation 

tables specify but do not quantify. The data harmonized through the process sketched in 

Panel B serve as the input for the mirroring outlined in Panel A. 

2.1 Data Sources and Use 

Before describing the methodology in detail, we document the sources of raw data used to 

construct the bilateral trade data and the mirroring process. These are categorized into three 

parts: 

• Primary Trade Data Sources: Raw bilateral trade data extracted from UN Comtrade 

API (https://comtrade.un.org/api/) requiring an authentication key covering all im-

port and export records reported by member countries from 1962 to the most recently 

available reported data available in Comtrade.14 

• External Reference Data: Geographic and economic adjustment data sourced from es-

tablished databases: (1) CEPII GeoDist providing bilateral distances, contiguity indi-

cators, and landlocked classifications for countries;15 (2) International Monetary Fund 

Direction of Trade Statistics;16 (3) World Bank World Development Indicators;17 (4) Fed-

eral Reserve Economic Data (FRED) accessed via API that requires an authentication 

key.18 

• Supporting Classification Data: World Customs Organization correlation tables pro-
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vided by UN Comtrade linking product codes across classification revisions,19 supple-

mented with manually verified mappings for missing connections based on product 

description analysis and trade pattern consistency. 

Figure 3: Data Pipeline Processes 

Notes. These diagrams describe key portions of our overall data pipeline, highlighting important data sources, 

processing steps, and outputs. Panel A provides an overview of the bilateral trade data mirroring process. Panel 

B explains the process by which we generate the product conversion weights using the Lukaszuk-Torun (LT) 

method.2 

2.2 Mirroring Bilateral Trade 

Mirroring refers to the practice of combining trade data reported by both partners in a bilateral 

trade flow to improve the quality of trade statistics. Our approach addresses data coverage 

gaps for non-reporting countries and estimates trade values in cases where discrepancies ex-

ist between the reports of two trade partners. Mirroring techniques have long been used to 
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compare or enhance the accuracy of international trade data.20–38 As illustrated in Panel A of 

Figure 3, the bilateral mirroring process consists of five computational steps: 

Step 1: Pre-processing and trade aggregation 

“As-reported” bilateral trade data from Comtrade is preprocessed to address data quality is-

sues and standardize reporting formats. The process filters data by trade flow types and prod-

uct classification levels, standardizes country codes, and integrates world-level trade totals. 

An important data quality step involves identifying countries that report a large percentage 

of trade with an unknown partner, referred to as Areas Not Specified (ANS). When the ANS 

ratio exceeds 25% of a country’s total trade, we subtract ANS from the country’s reported 

trade value to avoid double counting. We assume that the unknown partner most likely re-

ported the trade with country-level detail, and this flow will be captured in the subsequent 

mirroring step. 

To avoid concordance issues in this preprocessing stage, we use data only at the aggregate 

importer-exporter level. This level of aggregation is sufficient for the next two steps, including 

the calculation of reliability scores. Once the reliability scores are computed, we revert back 

to product-level data for mirroring and final assembly. 

Step 2: CIF-to-FOB adjustment 

Although Comtrade recommends that countries report their trade data—particularly imports— 

in both free on board (FOB), and cost, insurance and freight (CIF) terms, only a handful of 

countries actually submit data that fulfill this requirement. Consequently, when comparing 

the same trade flow as reported by the exporting country (i.e., FOB values) and the importing 

country (i.e., CIF values), an adjustment is required to account for the portion attributable to 

insurance and freight in the CIF value to ensure comparability. In the absence of systemat-

ically reported data, we are therefore forced to estimate and impute this portion of the CIF 

values. 

Our approach uses reported data from importing countries that provide both FOB and 

CIF values to estimate the transportation cost component. We then apply these estimates to 
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adjust the CIF values for countries that do not report both measures. This approach is similar 

to the CIF/FOB adjustment implemented by CEPII in the construction of the BACI interna-

tional trade database.34 A key difference is that we estimate the adjustment regression at the 

aggregate level, without disaggregating by product. This choice significantly reduces the dis-

persion and potential noise in the estimates, which can arise from product-level idiosyncrasies 

and reporting inconsistencies. 

The implicit assumption is that transportation costs are proportional to the distance be-

tween countries, and that risk-related factors—such as those affecting insurance or security 

costs—are constant across products and can therefore be captured through fixed effects in a 

regression framework. To this end, we estimate the following regression: 

ln(CIF/FOB)e,i = α + τ1 × ln(dist)e,i + τ2 × contiguity
e,i + λe + λi + ϵe,i, 

where α is a constant, ln(dist)e,i is the log of distance between exporter e and importer i, the 

binary contiguity
e,i variable captures whether countries e and i share a border, λe is an exporter 

fixed effect, λi is an importer fixed effect, and ϵe,i is the error term. 

Using the estimated parameters, particularly τ, which captures how trade costs scale with 

distance, we predict CIF/FOB ratios for all countries, including those that do not report im-

ports on an FOB basis. We then apply these predicted ratios to adjust the CIF values reported 

by importers, yielding estimates that are comparable to the FOB values reported by exporters 

for the same flows. Two constraints are imposed on the adjusted ratios: they must be non-

negative, and they are capped at a maximum of 20%, which limits the influence of potential 

outliers. Given the estimated distance coefficients, this threshold approximates the maximum 

plausible CIF/FOB ratio for trade between the most distant country pairs. In practice, the cap 

applies to fewer than 1% of observations. 

Step 3: Compute country reliability scores 

Country reporting reliability scores recover an indicator of the accuracy of each country’s re-

ported trade data, based on observed discrepancies. While all reported values may contain 
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some noise, some reporters are systematically more reliable than others. When estimating 

these reliability indicators, it is essential to account for network effects. We broadly define net-

work effects as incorporating the reliability and accuracy of a country’s trade partners when 

computing its own score. 

For example, suppose there is a large discrepancy between the trade values reported by 

countries e and i. This could arise if (i) country e is an unreliable reporter, (ii) country i is an 

unreliable reporter, or (iii) both countries are unreliable reporters. If (i) is true, then the values 

reported by e will show systematic discrepancies with all of its other trading partners. The 

same logic applies to country i in case (ii), and to both countries in case (iii). By integrating 

information about each country’s own discrepancies and the discrepancies observed in their 

partners’ trade reports, we can construct a reliability score that distinguishes among these 

cases. Consequently, countries that report more consistently relative to their partners and that 

maintain broader, more interconnected trade networks receive higher reliability scores. 

Therefore, the main idea is to exploit the fact that countries report trade with many differ-

ent partners. By examining the overall mismatch in reported trade values across all bilateral 

pairs, we develop a measure of each country’s reporting accuracy. To illustrate this intuition, 

consider a simple example. Suppose that country A is known to report accurate trade data. 

Then, any discrepancies between its reported values and those of its partners reflect inaccura-

cies on the part of the partner countries. By aggregating these discrepancies across all country 

pairs, we can iteratively refine our estimates and arrive at a consistent measure of trade re-

porting accuracy for each country. 

First, we define a measure of discrepancy between the trade values reported by export-

ing and importing countries. Suppose country j exports goods to country k, with a true (but 

unobservable) trade value denoted by V. In practice, we observe the value reported by the 

exporter, Ve 
j , and the value reported by the importer, Vi 

k . We define the bilateral trade discrep-

ancy between countries j and k as: 

D j,k = 
|Ve 

j − Vi 
k | 

Ve 
j + Vi 

k 

∈ [0, 1]. (1) 
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In equation (1), the numerator of the ratio captures the absolute difference between the 

trade values reported by the two countries, while the denominator is the sum of their reported 

values. As a result, the discrepancy measure ranges from 0, when both countries report identi-

cal values, to 1, which occurs when only one country reports the trade transaction. However, 

discrepancies may arise due to inaccuracies in reporting by either country j or country k. 

Therefore, to assess how accurately a country reports its trade data, we must account for the 

reporting accuracy of its trading partners. Specifically, evaluating the accuracy of exporters 

(the j’s) requires incorporating information on the accuracy of importers (the k’s), and vice 

versa. 

We choose to decompose the discrepancy Dj,k into components attributable to each country 

in the pair, in order to identify the underlying source of reporting error. The simplest approach 

is to estimate the following regression: 

D j,k = αj + αk + ε jk, (2) 

where αj and αk are j- and k-specific dummy variables that represent the reporting inaccuracy 

of countries j and k, respectively. This specification has an intuitive interpretation: if Dj,k is 

large and country k is known to report trade accurately (i.e., has a low αk), then the discrep-

ancy is likely due to inaccuracies in country j’s reporting. Conversely, if k has low reporting 

accuracy (a high αk), then the discrepancy may not reflect poor reporting by j. To ensure 

consistency with the idea that each country independently contributes to discrepancies, we 

impose a non-negativity constraint on all α parameters. Negative estimates would suggest 

that a country reduces overall discrepancies when included as a trading partner, an interpre-

tation that is inconsistent with the assumption that countries report their trade independently 

of their partners. 

The regression in equation (2) incorporates the network structure of international trade. 

This trade network is defined as a graph in which nodes represent countries and edges rep-

resent trade flows between them. Specifically, an edge from exporter j to importer k, denoted 

by xj→k, corresponds to a reported trade flow. For simplicity, we refer to a generic trade flow 
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edge with x, with the understanding that each edge is uniquely associated with a direction 

and a pair of countries: an exporter and an importer. Let Nx denote the total number of trade 

flows (i.e., bilateral trade transactions), and Nc the number of countries. Since each observa-

tion in equation (2) corresponds to a trade edge, we can re-index the model in terms of edges 

as follows: 

Dx = α x(exporter) + α x(importer) + εx. 

This equation can be written in matrix form as follows: 

D = Bα + ε, (3) 

where D is the vector whose xth element is Dx (with x denoting the edge between nodes j and 

k), and α is the vector of country-specific reliability parameters αj. B is a matrix of size Ne × Nc 

that maps edges (trade transactions) to nodes (countries, either exporters or importers), with 

elements defined as: 

Bx,j = Bx,k = 1 if edge x is between nodes j and k, 

Bx,j′ = 0 if edge x does not connect to node j ′ . 

In other words, Bx,j and Bx,k are equal to 1 if edge x represents a trade transaction between 

exporter j and importer k. Note that there may also be another edge x ′ corresponding to the 

reverse transaction—from exporter k to importer j—which would have the same row values as 

x in the matrix B. We estimate equation (3) using ordinary least squares (OLS) by expressing 

the model in matrix form: 

α̂ = (B ′ B)−1
B ′ D + ε. (4) 

Here, D is the vector of observed discrepancies, α is the vector of country-specific accuracy 

parameters, and B is a binary incidence matrix linking edges to countries in their roles as 

exporters or importers. 

Let us now analyze what the estimation of equation (4) reveals about the structural ele-

ments of the international trade network. The term B ′ D returns a vector of length Nc, where 
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each element j represents the sum of all trade discrepancies in which country j is involved. The 

matrix B ′ B is a square matrix of size Nc × Nc that is closely related to the adjacency matrix of 

the trade network. Formally, let us define A ≡ B ′ B to express this relationship explicitly. The 

elements of the matrix A are: 

Aj,k = 2 if both j reports exports to k and k reports exports to j and j ̸= k, 

Aj,k = 1 if only one of j reports exports to k or k reports exports to j and j ̸= k, 

Aj,k = 0 if neither j reports exports to k nor k reports exports to j and j ̸= k, 

Aj,j = ∑ 
k ̸=j 

A j,k. 

The (j, k)th element of matrix A is equal to 2 if both reported values are available for j export-

ing to k and k exporting to j, and it is equal to 1 if only a single trade transaction is reported 

between j and k. Zero elements in this matrix indicate the absence of reported trade transac-

tions between the corresponding country pairs. The matrix A is symmetric, and the sum of its 

off-diagonal elements in any row or column equals the corresponding diagonal element. No-

tably, A is closely related to the Laplacian matrix of the trade network, except that the signs of 

the off-diagonal elements are not negated in this formulation. With these insights, we see that 

the OLS estimator effectively traces discrepancies back to individual countries by inverting a 

matrix derived from the structure of the trade network—namely, A. 

A limitation of the OLS estimation is that, when attempting to estimate all α values simul-

taneously, the matrix A becomes singular and non-invertible. This occurs because each di-

agonal element equals the sum of the corresponding row or column’s off-diagonal elements, 

making A rank-deficient. A common solution is to fix the α value of one country to zero and 

interpret the remaining estimates relative to this baseline. However, this raises the question: 

which country should be chosen as the reference? To address this, we implement an iterative 

strategy: we perform the OLS estimation multiple times, each time omitting a different coun-

try as the baseline (i.e., setting its α to zero). We then evaluate the goodness of fit using the R2 

statistic and select as the baseline the country that yields the highest predictive power. 

Note that we estimate a single reliability score per country. That is why we cannot simply 
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select the minimum estimated value and subtract it from each reliability score. If instead the 

equation was Dj,k = αj − αk + ε jk, then subtracting the same value from every estimate would 

not change the result. In our equation, we also do not observe every (j, k) pair. Therefore, it 

is not clear how the choice of normalization propagates through the network. That is why we 

re-run the estimation by selecting a different base country every time, setting its value to zero, 

and ultimately maximizing the R2 statistic. 

A second limitation arises from our requirement that the α values be non-negative. To 

enforce this constraint while maintaining computational efficiency, we simply round any neg-

ative predicted α values to zero. We deliberately avoid non-linear estimation methods with 

inequality constraints in order to keep the computation tractable. 

Algorithmically, our procedure consists of the following steps: 

1. Select first country as the base country. 

2. Run the OLS estimation. 

3. Convert all negative estimated values to 0. 

4. Calculate the R2 of the estimation. 

5. Go back to step 1 and select the next country as the base country. Repeat Steps 1-4 for all 

countries. 

6. Determine the country that gives the highest R2 as the ultimate base country. 

7. Report the accuracy of countries as one minus the estimated values of αs. 

Step 4: Country pair totals trade reconciliation 

Bilateral trade weights are calculated using a softmax transformation that converts each coun-

try pair’s exporter and importer reliability scores into complementary probabilities. These 

are country-pair-specific measures that determine how to combine conflicting reports for in-

dividual bilateral trade flows. For each flow, a higher exporter reliability relative to importer 

reliability results in a greater weight being assigned to the export-reported value, and vice 

versa. 
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Country reliability thresholds are set at the 10th percentile of the reliability score distri-

butions for both exporter and importer roles. Countries with reliability scores above these 

thresholds are classified as reliable reporters in their respective roles, while those below are 

flagged as less reliable. This weighting system acts as a quality filter, prioritizing trade value 

estimates from more reliable reporting countries in the subsequent estimation process and sys-

tematically reducing the influence of the least reliable 10% of reporters on the final reconciled 

trade values. In practice, when combining the reports of two trading partners, we disregard 

the data from unreliable reporters and rely solely on the values reported by the more reliable 

partner. 

The core idea behind most mirroring methods is to combine the two reported values us-

ing a weighted average: V
F

e,i = (1 − we,i)V
E

e,i + we,iV
I

e,i where VE

e,i is the value reported by the 

exporter, V
I

e,i is the value reported by the importer, and we,i ∈ [0, 1] is the weight assigned 

to the importer’s report. In this formulation, weights we,i are specific to each country pair, 

and we abstract from the product dimension for simplicity. While mirroring methods differ 

in the way weights are computed, the general idea is to assign more relevance to partners 

that are more reliable in their reporting. A comparison of different methods used in the lit-

erature to compute the mirroring weights using synthetic data highlights this method as the 

best performing.3 The weights we use in our mirroring procedure correspond to the reliability 

scores—specifically, one minus the estimated values of α, as described above in Step 3. 

However, mirroring has important limitations: the approach is information-intensive and 

relies on data availability from both trading partners. As shown in Figure 1, a substantial 

share of trade flows are affected by missing information. In recent years, mirroring has been 

applicable to only about 30% of possible bilateral flows (i.e., country pairs), while for another 

30%, data is available from only one reporter—either the exporter or the importer. In these 

cases, where only a single observation is available, the procedure effectively reduces to assign-

ing full weight to the available report from Comtrade. This is equivalent to giving full weight 

to the reporter when only one reporter is available and the reporting country is found to be 

reliable. 
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Step 5: Product-level trade reconciliation 

Following country-level reconciliation, these reliability-weighted estimates are applied to dis-

aggregated product-level trade data (e.g., 6-digits in HS). Each bilateral trade flow is disaggre-

gated, with country-level weights and reliability scores preserved across all products traded 

between the same country pair. The final product-level values are calculated using identical 

hierarchical rules, ensuring consistency between aggregate and disaggregated estimates. 

A reweighting procedure reconciles any discrepancies between the sum of product-level 

estimates and the country-level totals. Trade flows are proportionally adjusted to match rec-

onciled country totals while preserving relative product composition. Large unexplained dis-

crepancies that exceed predetermined thresholds (> 20% deviation or >$25 million absolute 

difference for flows >$100 million) are classified as “trade data discrepancies” and assigned 

to a separate commodity code “XXXX” to maintain accounting consistency. As a result, the 

datasets at the total level and at the product level show the same aggregate values of trade. 

2.3 Harmonizing Classification Vintages Using Weights Based on Observed Trade 

Data 

We harmonize the numerous product code vintages implementing the data-driven Lukaszuk-

Torun method2 (from hereafter referred to as the LT method). As discussed above, when a 

new vintage is introduced (e.g., changing to HS2007 from HS2002), we need to convert one 

revision into other previous vintages to compare disaggregated product-level trade flows over 

time. The method is based on the empirical regularity that product-level trade flows are highly 

persistent over time. The idea is simple: If imports of a product look very similar from one 

year to the next when there are no classification updates, this should also apply when there 

is a classification update. For this purpose, we calculate conversion weights that tell us how 

to harmonize product codes; for instance, how much of the trade value reported in a given 

6-digit product of the HS2007 vintage belongs to a product code in the HS2002 version. 

The core objective is to infer these implicit weights from observed trade data by comparing 

the distribution of trade flows reported under the old classification in a given year with those 

reported under the new classification in the following year. Conceptually, the method relies on 
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two key assumptions: (i) trade patterns do not change significantly between the two adjacent 

years, and (ii) customs authorities accurately apply the old and the updated classification 

systems. 

An alternative approach to address the issue of classification changes is to reclassify all the 

product codes connected directly or indirectly via concordance tables into a common synthetic 

code,39 which has have been adopted in several studies.40–42 However, this approach aggre-

gates trade data into substantially fewer products when applied to multiple revisions over 

time, with a single synthetic cluster covering roughly a quarter of total trade when converting 

across long time horizons.2 

As illustrated in Panel B of Figure 3, the algorithm to generate the conversion weights 

consists of three main steps. 

Step 1: Group products into networks using mapping from correlation tables 

First, we identify groups of product codes that are interconnected through classification changes 

according to the unweighted correlation tables provided by the WCO. These groups represent 

networks where codes from the source vintage map to codes in a target vintage through var-

ious relationship types (1:1, 1 : n, m : 1, and m : n). Treating these clusters as integral groups 

is crucial: the full value of every code in the group must be carried through the concordance 

to preserve consistency when translating trade values from one vintage to another. Omitting 

even one code could break the internal accounting identity and distort the conversion weights, 

as it will be clear below. The routine only considers groups containing unknown conversion 

weights, as groups with only predetermined weights (1 : 1 or m : 1) require no estimation. A 

group of products is a subset of the WCO’s correlation table, providing sufficient information 

to represent the entire mapping of all products within a group. Panel C of Figure 2 illustrates 

a subset of a product group since not all products needed to map all represented products are 

present. 

For a handful of product codes, the WCO correlation tables provide no links (especially in 

the HS1996-HS1992 conversion). For these codes, we simply connect the 6-digit code to every 

other 6-digit code that shares its 4-digit root. The weighting procedure then drives irrelevant 
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links toward zero. If no alternative 6-digit code exists under the same 4-digit heading, we 

manually assign the closest match based on product descriptions, which was done for five 

products (synthetic fibres for SITC1 6516 to SITC2 6514, gold jewlery for SITC1 897 to SITC2 

9710, finishing agents & dye carriers for HS1992 380999 to SITC3 5989, binapacryl for HS2007 

291636 to HS2012 291616, and petroleum oils for SITC3 334 parent code mapped to HS1992 

parent code 2710). Importantly, these cases affect only a few products and have a negligible 

impact on the overall routine. 

Step 2: Build trade matrices for timely country reporters by product groups 

Second, we prepare the data input for the optimization routine (the third step below). We use 

the total imports V of product k by a country i. To capture product hierarchies within groups 

and control for group-specific trends, we scale each product-level import by the total trade 

within that group 

vi,k ≡ 
Vi,k 

∑î ∑k̂ Vî, ̂k

. 

This scaling is computed separately for each group and year, and the analysis focuses on 

countries that were timely reporters and switched to the latest available vintage in the years 

where there was a vintage update. This is a minor difference from the main specification in 

the LT method, which uses country-pair-level trade flows. However, the conversion yields 

very similar results when using importer-level data.2 We adopt the latter for simplicity. 

Step 3: Compute conversion weights 

The third component is the core of the LT method. We fit trade flows reported in a target 

vintage (denoted by subscript s) using flows from an initial vintage (denoted by subscript 

k) through a constrained least-squares procedure. By construction, the trade flows reported 

in the different vintages are from different reporting years. We denote the year of the initial 

(target) vintage by t0 (t1). For instance, when calculating the weights to convert HS2007 into 

HS2002, we will have t0 = 2007 (the year where HS2007 was implemented) and t1 = 2006 (the 

last year in which HS2002 was the newest vintage). The optimization problem minimizes the 
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squared deviations between observed and predicted imports 

min 
{βk,s } 

∑ 
s 

∑ 
i 

 

v t1 
i,s − ∑ 

k 

v t0 

i,k βk,s 

2 

s.t. βk,s ≥ 0 ∀ k, s and ∑ 
s 

βk,s = 1 ∀ k. 

Here, βk,s represents the conversion weight from initial product k to target product s, indi-

cating what fraction of trade in product k should be allocated to product s when converting 

between vintages. The constraints ensure that the weights are between zero and one, and 

that they sum to one for an initial product across target products. To apply the conversion 

weights, one has to multiply the trade flow reported in the initial HS vintage by the respective 

weight, and then sum up across initial codes. That is, vt0
i,s = ∑k v

t0

i,k β̂k,s, where hats denote 

estimates. For non-adjacent vintage conversions (e.g., HS2017 to HS2007 via HS2012), we 

multiply weights across intermediate conversions. Importantly, the algorithm estimates con-

version weights separately for each group to reduce the computational burden and ensure 

that cross-group weights remain zero by construction. 

Figure 4: An Illustration of Our Product Conversion Weights 

Notes. This figure illustrates the allocation of trade value using the weights obtained by the LT method2 when 
concording from HS2007 to HS1992, using code 854231 as an example. It shows how each unit value reported 
under the 2007 vintage is sequentially allocated across intermediate vintages using the weights obtained by the 
LT method, until it reaches the target classification in HS1992. The figure highlights the differences in outcomes 
compared to those shown in Figure 2 (Panels C and D). 

To illustrate the use of the calculated weights and how they compare to other mapping 
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approaches, we revisit in Figure 4 the example of product 854231, “electronic processors and 

controllers with integrated circuits,” previously shown in Panels C and D of Figure 2. The 

figure shows a sankey diagram of how the trade value reported under HS2007 (left) is dis-

tributed across earlier vintages using our method, ultimately reaching the target classifica-

tion of HS1992 (right). The LT method preserves the official relationships specified in the 

WCO’s correlation tables: product 854231 is mapped consistently across vintages, following 

the WCO-defined structure. In the sankey diagram, the width of each arrow reflects the mag-

nitude of the calculated conversion weights. This figure conveys two key takeaways. First, the 

method does not assign positive weights to all possible links, as product 854800, for instance, 

receives none. Second, the conversion outcome diverges sharply from Comtrade’s practice. 

Comtrade allocates the entire value (100%) to code 854219, which is “Monolithic integrated 

circuits, except digital,” (see Panel D of Figure 2), whereas the LT method assigns only 23% 

to 854219 and directs the largest share (68%) to code 854211—“Monolithic integrated circuits, 

digital,”, which Comtrade omits entirely. Given that the integrated circuits are mostly digital 

currently, this code assignment change is consequential. Overall, this is far from an isolated 

case: across the conversion from HS2007 to HS1992, we estimate that approximately 16% of 

world trade in the conversion is weighted differently under our method compared to Com-

trade’s default approach. This figure includes the 3% of world trade associated with codes 

that Comtrade’s 1:1 mapping omits entirely as target codes in HS1992. 

3 Data Records 

The resulting conversion weights and bilateral trade datasets applying the methdology dis-

cussed in our methods section are available via Harvard’s Dataverse. This dataset is updated 

regularly, at least twice per year, to incorporate the updated data. 

The data provides conversion weights for all SITC and HS classification vintages along 

with bilateral trade data for SITC Rev. 2 and HS1992 classification vintages, as the former 

allows for six decades of product-level data, and HS1992 is the longest panel dataset following 

the current classification system. 
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Bilateral Trade Datasets 

• SITC Revision 2 (Standard International Trade Classification): Features four-digit product-

level granularity covering 1976 –2023. Includes the reporting exporter, the reporting im-

porter and their associated reported exporter and imports respectively, along with our 

imputed trade value in USD aggregated by year. 

• HS1992 (Harmonized System, 1992 Vintage): Features six-digit product-level granu-

larity covering 1995–2023. Includes the reporting exporter, the reporting importer and 

their associated reported exporter and imports respectively, along with our imputed 

trade value in USD aggregated by year. Conversion Weights 

• Conversion weights for adjacent classification vintages: provides the source classifica-

tion’s product code, target classification’s product code, and the associated conversion 

weights. 

4 Technical Validation 

To assess the quality of our data, we perform three complementary validation checks. First, 

we compare our bilateral trade dataset with the International Monetary Fund’s (IMF) Balance 

of Payments (BoP) data and show that the two series are highly correlated. Second, we eval-

uate the sector-level impact of mirroring and product conversion. Finally, we show how our 

mirroring and product-conversion procedures substantially increase the number of positive 

origin-destination-product observations relative to the raw UN Comtrade data. 

Comparison with IMF BoP data 

Figure 5 provides an overview of our recovered trade values and assesses their external va-

lidity. Specifically, we aggregate the recovered trade data at the country level and compare it 

to the IMF data.43 The IMF uses total exports and imports as key variables in its assessments 

of the sustainability of a country’s balance of payments. Although the IMF is not specifically 

concerned with the sectoral composition of trade and focuses primarily on aggregate val-
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ues, it places strong emphasis on data accuracy. Reliable balance of payments trade figures— 

including exports and imports statistics—are essential for evaluating a country’s ability to ac-

cess foreign currency and meet external debt obligations.44 Panel A displays a world map that 

highlights in red the countries for which we recover product-level trade statistics in 2023. The 

map shows that non-reporting countries are most prevalent in regions such as Africa; without 

the mirroring procedure, no product-level data would be available for these economies. 

Figure 5: Data Recovered Through Our Mirroring Procedure 

Notes. This figure presents the trade data recovered using our method for the year 2023 and compares it to other 
sources. Panel A displays a map highlighting the geographic distribution of recovered data, with countries shown 
in red where product-level trade information is available only through the mirroring process. Panel B presents 
a scatterplot of exports and imports (in logs) for these recovered countries. Panels C and D compare export 
and import values to those reported by the IMF in their Balance of Payments assessments (shown in blue), and 
highlight in red the countries for which product-level data are recovered through the mirroring process. The 
dashed lines in Panels C and D are 45-degree lines. 

Panel B shows a scatterplot of log exports and imports for countries that did not report 

trade statistics to the Comtrade data repository. All of these values are recovered exclusively 

by mirroring the trade data reported by their trading partners. Our recovered export values 

(Panel C) and import values (Panel D) are highly correlated with the IMF Balance of Payments 
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(BoP) statistics across countries, with both sets of values being of similar magnitude. In both 

panels, reporting countries are shown in blue, while non-reporting countries—whose trade 

values are recovered through mirroring—are highlighted in red, consistent with the previous 

panels. Each panel includes a 45-degree line to facilitate visual comparison. The close align-

ment between our estimates and the IMF’s BoP data—compiled independently by national 

statistical agencies—provides strong validation that our mirroring approach successfully re-

covers trade values. 

Expected patterns at the sector level 

Changes in the Harmonized System (HS) classification over time pose significant challenges 

for conducting consistent sector-level analyses of international trade. Product codes are fre-

quently revised—split, merged, or reassigned—when new HS vintages are introduced, com-

plicating the task of harmonizing trade data across years. We quantify the extent of these 

reclassifications and highlight their implications using two complementary visualizations in 

Figure 6. Together, they show that some sectors, particularly electronics, undergo substantial 

reallocation, while others are largely unaffected. 

Figure 6: Extent of Sectoral Reallocation across Classification Vintages 

Notes. Panel A shows how trade is redistributed across HS chapters when converting from HS2007 to HS1992, 
highlighting both cross-chapter shifts and misallocated trade under Comtrade’s 1:1 concordance. Electronics ex-
perience the largest reallocation, dropping from 13.4% to 12.2% of world trade. Panel B quantifies the extent of 
code revisions by sector, with electronics again most affected: 7% of world trade in that chapter involves revised 
codes. In contrast, stones and minerals show minimal reclassification. 

28 



Panel A of Figure 6 presents a Sankey diagram that tracks the share of world trade in each 

HS chapter and how it is reallocated across chapters due to changes in classification. While 

most of the trade value in the initial classification ultimately maps back to the same chapter, 

the diagram reveals that a non-negligible share is redirected to different chapters. Notably, the 

electronics chapter undergoes the most extensive reallocation: under HS2007, it accounts for 

13.4% of world trade in the year 2007, but this share falls to 12.2% after concordance to HS1992, 

as several codes are reassigned to other chapters, such as machinery. The visualization also 

includes a “misallocated trade” category, highlighting that approximately 3% of world trade 

in 2007 is not properly redistributed under Comtrade’s 1:1 concordance method. This trade, 

according to our method, should be assigned to valid HS1992 codes that are omitted as target 

codes by Comtrade’s 1:1 mapping practice, with the extent of trade affected calculated using 

our approach. As shown in the figure, most of this misallocation arises during the conversion 

from HS2007 to HS2002. 

Panel B of Figure 6 illustrates the extent of code revisions by sector when converting from 

HS2007 to HS1992. The figure highlights the heterogeneity in the extent revisions, with chap-

ters undergoing extensive changes, while others are minimally affected. For example, the 

electronics chapter, which accounts for approximately 12% of world trade in 2007, includes 

revised codes—defined as codes that were merged, split, or entirely redefined—that represent 

a value equivalent to 7% of world trade. One such case is product 854231, previously dis-

cussed, whose trade value is split across four distinct codes in HS1992. At the other end of the 

spectrum, the stones and minerals chapter is minimally affected by reclassification: only 0.2% 

of world trade within this sector is affected by concordance revisions, of a total sectoral share 

of 3% of world trade. 

Expected patterns of positive trade flows by methodology 

Finally, an important consequence of our mirroring and product-conversion method is that the 

number of positive trade flows increases. Mirroring recovers trade from non-reporting coun-

tries and the product conversion maintains a consistent set of products over time, avoiding 

the product diversity loss we identified with Comtrade. This means that our dataset contains 
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more observations in any given year compared to raw data from Comtrade. An observation 

is a country pair with a positive product-level trade flow. 

Figure 7: Number of Observations over Time by Methodology 

Notes. The figure compares the total number of positive trade flows (at the origin-destination-product level) based 
on four different approaches to processing bilateral trade data over the period 1995–2023. The mirroring and LT 
method2 (blue line) and, hence, our dataset, recovers the most data points, identifying up to 9M positive trade 
flows compared to only around 6M flows captured by Comtrade’s standard HS1992 datasets (green and red lines). 
This represents a 50% increase in data coverage through our approach. The mirroring-only approach (orange line) 
provides an intermediate gain, recovering approximately 2M additional data points beyond the Comtrade data 
per year. 

This is precisely what we find in Figure 7, which tracks the number of observations over 

time. In recent years, our methodology results in around 9 million observations. There are 235 

total possible reporters and 234 reciprocal trade partners (excluding the “Not Elsewhere Spec-

ified” partners). In the HS1992 vintage, there are about 5,000 possible products in any given 

year. As a result, if all countries traded all products with all other countries, we would see 

around 275 million observations. It is well-known that not all countries trade with every other 

country, and a country’s export basket is typically a subset of all the available product codes. 

Thus, the roughly 9 million observed trade flows in recent years correspond to approximately 

3.0% of the potential maximum number of observations. Furthermore, the consistent order of 

the four lines validates each component of our approach. Mirroring alone (orange line) sys-

tematically outperforms both single-reporter datasets, while the addition of Lukaszuk-Torun 
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harmonization (blue line) provides further substantial gains. This hierarchy demonstrates that 

each methodological component contributes meaningful value to data recovery without intro-

ducing spurious trade flows. The smooth temporal pattern of all methodologies, particularly 

our combined approach, indicates that we recover reasonable economic patterns. 

5 Code Availability 

The code used to acquire data from Comtrade, generate conversion weights, and mirror the 

bilateral trade data, respectively, is available for public use via GitHub in the following repos-

itories: 

• https://github.com/harvard-growth-lab/comtrade-downloader

• https://github.com/harvard-growth-lab/comtrade-conversion-weights

• https://github.com/harvard-growth-lab/comtrade-mirroring

Each of these packages is currently at their v1.0 release. These packages are written primar-

ily in Python, with some functionality using R and Matlab. When used with a UN Comtrade 

API subscription, these packages enable anyone to reproduce these datasets with the most 

recent data available from Comtrade in SITC and HS classification vintages. 
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